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Abstract. Motion capture data has been largely needed in the movie
and game industry in recent years. Since the motion capture system
is expensive and requires manual post-processing, motion synthesis is
a plausible solution to acquire more motion data. However, generat-
ing the action-conditioned, realistic, and diverse 3D human motions
given the semantic action labels is still challenging because the map-
ping from semantic labels to real motion sequences is hard to depict.
Previous work made some positive attempts like appending label tokens
to pose encoding and performing action bias on latent space. However,
how to synthesize diverse motions that accurately match the given la-
bel is still not fully explored. In this paper, we propose the Uncoupled-
Modulation Conditional Variational AutoEncoder(UM-CVAE) to gen-
erate action-conditioned motions from scratch in an uncoupled man-
ner. The main idea is twofold: (i)training an action-agnostic encoder
to weaken the action-related information to learn the easy-modulated
latent representation; (ii)strengthening the action-conditioned process
with FiLM-based action-aware modulation. We conduct extensive exper-
iments on the HumanAct12, UESTC, and BABEL datasets, demonstrat-
ing that our method achieves state-of-the-art performance both qualita-
tively and quantitatively with potential applications.

Keywords: Human motion synthesis, Action-conditioned synthesis, CVAE,
Uncoupled modulation

1 Introduction

With the development of the movie and game industry, a growing amount of
motion data is required to achieve more life-like animation. To acquire the motion
data, one straightforward method is to use motion capture technology. However,
it is not feasible to capture all kinds of motion data because, on some occasions,
rather than pre-record the motion data, the motion data is required to follow
the users’ intention. To solve this problem, motion synthesis is a plausible way.
Especially, we focus on generating motion sequences based on the user-specific
semantic action labels in this problem.

Though motion synthesis has emerged as a powerful solution for acquiring
motion data, the problem of generating motion sequences based on given seman-
tic action labels is still challenging. The reasons are mainly three-fold: (i) Firstly,
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Fig. 1. Overview. We assume that a piece of white and blank paper can be drawn
well, which means that it is easier to learn something as an ”unskilled kid” than as an
adult. Thus we perform uncoupled encoding to learn the action-agnostic latent space as
the ”unskilled kid” and the action-aware features as the ”action skills”. In the condition
process, we compute FiLM parameters from the action-aware features to ”teach” the
action-agnostic latent representation how to perform action skills.

it is hard to learn an appropriate correspondence between motion sequences and
semantic action labels, which can ensure the generated motions meet the label
constraints. For example, previous work [10] tries to build the correspondence on
the single frame, but the generated results may suffer from discontinuity. Petro-
vich et al. [30] embed labels into transformer token and train a transformer-VAE
to encode the entire motion sequence and label token coupledly, then add ac-
tion bias in latent representation to strengthen the action constraint. However,
we argue that this coupled manner will make the learned latent representation
contain more or less label-related information, which may lead to conflict with
that contained in the condition labels (discussed in ”Qualitative comparison”
of Sec. 4.2). Imagine when you teach a person who has already learned boxing
to play golf, the subconscious boxing skills in his mind may distract him from
learning golf. (ii) Secondly, the spatio-temporal properties in human motion are
difficult to learn, especially when dealing with complex motions within diverse
action categories. While the prior works [10,30] consider temporal modeling of
motion dynamics, they directly input the original motion representation into the
network without considering the spatial relationship between body joints. (iii)
Lastly, the generated motion requires diversity, realism, and continuity.

To solve the above problems, we introduce the UM-CVAE to learn the cor-
respondence between action labels and motion sequences in an uncoupled man-
ner. The main idea is twofold: (i) reducing the action-related information in
latent representation; (ii) extracting spatio-temporal action-aware features and
strengthening the action-conditioned process via FiLM.

Specifically, as shown in Fig. 1, we first encode the motion sequence into
action-agnostic(which means easy-modulated) latent space via an action-agnostic
encoder. For the action-aware features extraction, we perform label-motion fu-
sion and train an extra encoder to extract the action-aware spatio-temporal
features. Unlike direct concatenation or bias in previous work [10,30], we use
FiLM [29] instead to obtain an action-aware latent space. Finally, the variable-
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length action-conditioned motion sequences are generated through temporal de-
coder.

Extensive experiments are conducted on HumanAct12, UESTC, and BABEL
datasets. We demonstrate that our method achieves significant improvement
over the state-of-the-art works both qualitatively and quantitatively. The main
contributions of our work can be summarized as follow:

1. We introduce UM-CVAE, a novel sequence-level CVAE to learn the latent
representation in an uncoupled manner, which makes the generated motions
conform better to the given action labels;

2. We learn the action-aware features through spatio-temporal extraction and
utilize FiLM as the modulation method in action-conditioned motion gener-
ation, making the condition process more reasonable and powerful;

3. We carry out extensive experiments on HumanAct12, UESTC and BABEL
to demonstrate that our method outperforms state-of-the-art works and has
potential applications.

2 Related works

In this section, we briefly review related works, including research on diverse
motion prediction, constrained motion synthesis, and sequence-level VAE.

2.1 Diverse motion prediction

Human motion prediction aims to predict the human motion in the future pe-
riod from a given historical motion sequence, which we refer to here as mo-
tion synthesis conditioned on the historical sequence. From traditional statis-
tical methods [4,39] to deep neural networks based works like RNN [27,14,44],
GCN [26,8,34,45], VAE [38,42] and GAN [3,17], exciting progress has been made
in motion prediction. Among these works, diverse human motion prediction
based on generative models is more relevant to our work. Using past sequences
as conditions, CVAE-based works [38,42] build a probability model on the exist-
ing motion data to predict a variety of results through sampling and prediction.
Moreover, GAN-based works [17,3] are conditioned on the latent space modeled
by standard normal distribution to generate various motions and use GAN to
optimize the quality of the prediction. In addition, some other condition ways
include conditioned on contextual cues and interaction with objects [7], condi-
tioned on music [20], etc. Unlike these works, the problem we want to solve is
conditioned on action labels to generate motion sequences without any initial
frame or past sequence.

2.2 Constrained motion synthesis

Generating human motion that meets user constraints has always been a chal-
lenging problem. Depending on the type of the given constraint, we divide the
related work into content-constrained and semantic-constrained motion synthe-
sis.
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Content-constrained motion synthesis Content constraints refer to motion
content information, such as velocity, direction, joint trajectory, etc. Through
training an unconstrained generative model using RNN [40] or TCN [13] and then
performing an optimization-based approach to constrain and edit the motion
generation, some works use a two-stage method to generate content-constrained
motion, which is too time-consuming to realize real-time generation. To solve
this problem, researchers directly parameterize the control signal as the input
of the generative model [12,43,35,36], which is equivalent to making an uncon-
strained generative model conditioned on the control parameters. This class of
work relies on sufficiently informative motion representations and achieves high-
quality locomotion generation. Unlike the generative methods, another kind of
work is named ”motion matching” [6,11], which generates motion sequences by
searching the animation database based on users-input in real-time to find the
most appropriate next frame or next clip. These works generate high-quality mo-
tions but badly depend on the quantity and quality of the dataset while being
computationally intensive.

Semantic-constrained motion synthesis Rather than specific content con-
straints, sometimes users prefer to generate motions using semantic constrain like
action labels, styles, descriptive sentences, and music, etc, which can help users
without professional skills get the data more conveniently. Text2Action [1]and
Language2Pose [2] investigate how to generate a motion sequence from a text
description, and some other work generates motion conditioned on music [18,19]
or styles [28,41]. Some works focus on more detailed aspects, generating motion
from semantic action labels. DVGAN [21] uses a language model to encode the
action labels and generates motion by RNN and CNN, and GAN is used to
improve the realism of the generation. Their work cannot generate high-quality
motions due to the difficulty of learning the correspondence between labels and
sequences. Recently, A2M [10] and ACTOR [30] propose to use the CVAE-based
framework, which not only performs coupled encoding on labels and motion se-
quences but also treats action labels as conditions to modulate the latent space,
resulting in natural and diverse generated motions.

While most previous works learn the label-sequence correspondence in a cou-
pled manner, we observe that the learned label-related features in latent rep-
resentation and that in the given condition-label may conflict with each other
during the condition process. Therefore, we perform uncoupled encoding to learn
the action-agnostic latent space and the action-aware features, then adopt FiLM
as the condition method instead of concatenation or bias to perform a more pow-
erful action modulation.

2.3 Sequence-level VAE

Action labels usually correspond to the whole motion sequence rather than a
single frame, so to better learn the correspondence between labels and sequences,
we use sequence-level VAE. The main problem of sequence-level VAE is how to
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Fig. 2. UM-CVAE architecture. We encode the motion sequence into action-
agnostic latent space via TCN and employ instance normalization to weaken action-
related information. To strengthen the action-conditioned process, we learn the action-
aware spatio-temporal features from action labels and motion sequences through label-
motion fusion and spatio-temporal modeling. Then we use FiLM to compute modula-
tion parameters γ and β to perform linear modulation on the learned latent represen-
tation. Finally, the GRU decoder is used to generate variable-length motion sequences
in conjunction with temporal encoding and latent reinforcement.

learn the mappings in the sequence-latent-sequence transformation. To solve this
problem, [38] and [42] use GRU to encode and recover sequences, embedding the
hidden state of the last frame to the latent space, which may result in temporal
information not being fully learned. Some works use a transformer instead to
apply attention mechanism on feature extraction [5,16,9,30]. Since transformer
cannot get a single latent code directly, [16] learns latent code for each frame,
[5] simply averages the hidden states to get a single latent code, and [9] uses
attention average at encoding stage and maps the latent code to L vectors at
decoding stage. [30] learns the latent space by taking the first two outputs of
transformer encoder corresponding to the distribution parameter tokens, then
directly using the latent representation as the key and value of transformer
decoder and the temporal positional encoding as the query to generate motion
sequences. These works mainly focus on temporal modeling of the input but
lack spatial terms. Therefore, we use GAGCN [45] to learn the complex spatial
properties of human motion and use TCN for smooth temporal modeling, which
learns more expressive action-aware features.
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3 Methods

Problem formulation The problem we aim to solve is to generate a motion
sequence X1:T = {x1, x2, ..., xT } according to the given action label a ∈ A. Here
A is the predefined action categories set, T is the desired length and xt ∈ R24×6+3

is the SMPL [23] pose of a single frame, including the root joint translation and
24 joint rotations represented by the continuous 6D rotation representation.

Overview As shown in Fig. 2, we encode the motion sequence into action-
agnostic latent space via TCN and employ instance normalization [37] on the
intermediate features to weaken the action-related features. For the feature ex-
traction, we embed the action labels into a latent representation as an extra
label joint of the human body for the purpose of reinforcing the action infor-
mation, which we call ”label-motion fusion”. After that, GAGCN [45] and TCN
are used to extract the action-aware spatio-temporal features of the fused input,
where spatial feature extraction is lacking in previous works. For the action-
condition method, we use FiLM instead of direct concatenation or bias in previ-
ous work. Specifically, we input the learned spatio-temporal features into a fully
connected layer to compute modulation parameters γ and β, and perform linear
modulation on the action-agnostic latent representation, so that the action-aware
features are better integrated into the latent representation. Finally, the GRU is
used to generate variable-length motion sequences in conjunction with temporal
encoding and latent reinforcement.

3.1 Uncoupled-Modulation CVAE

Action-agnostic latent representation Following previous work [10,30], we
adopt a CVAE-based framework for action-conditioned motion generation. Pre-
vious works encode the labels and sequences coupledly to learn the latent rep-
resentation, which makes the learned latent representation contain more or less
action-related information. When random sampling from the latent space, the
latent representation may contain the information of an arbitrary action label
a, and if we modulate it with another action label b, the conflict between them
will result in the generated motion not matching action label b.

We assume that a piece of white and blank paper can be drawn well, which
means that it is easier to learn something as an ”unskilled kid” than as an adult.
So we need to learn an action-agnostic latent representation, just like an unskilled
kid who only knows the basic movement laws. As shown in the upper left corner
of Fig. 2, we use 6 TCN layers as an action-agnostic encoder(AAGE) denoted as
ΨAAGE and add an instance normalization layer between the third and fourth
layers to weaken the action-related information contained in the input X1:T .
Finally, the encoder outputs µ and σ to obtain z ∈ R256 by reparameterization:

µ, σ = ΨAAGE(X1:T ), p(z) = N(z|µ, σ) (1)
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Action-aware modulation Since the learned latent space is action-agnostic,
the action condition method is required to be more powerful to make the gener-
ated motion match the given label. A professional teacher needs two capabilities:
being good at learning action skills from motion sequences; knowing how to teach
the skills to others, i.e. feature extraction and action condition.

In order to extract action-aware features, we need to fuse the label and mo-
tion and learn the spatio-temporal dynamics of the input motion sufficiently.
Intuitively, the action label of a motion sequence is related to whole-body joints,
so we encode the action label into an embedding vector by a linear projection,
treating it as an ”label joint”. Then we concatenate the embedded vector and
other joint features to get the labeled poses X l

1:T , which we call it as ”label-
motion fusion” shown in the lower left corner of Fig. 2. GAGCN is a novel
variant of GCN proposed by [45] to learn the complex spatial characteristics
of human motion. Here we train an action-aware encoder(AAWE) with spatial
GAGCN (denoted as Ψs

AAWE) and TCN (denoted as Ψ t
AAWE) to learn the spatial

dependencies between joints and the temporal dynamics to get the action-aware
spatio-temporal features fst. The whole encoder can be formulated as follows:

fst = Ψ t
AAWE(Ψ

s
AAWE(X

l
1:T )) (2)

In order to make our action-aware feature to know how to ”teach” the latent
representation, we use FiLM as the modulation method instead of the simple
concatenation or bias in previous work(shown in the upper right corner of Fig. 2).
We use a fully connected layer(denoted as Φ) as FiLM generator to compute the
modulation parameters γ ∈ R256 and β ∈ R256 from action-aware features, and
then perform linear modulation on the latent representation z to obtain the
action-aware latent representation z′ ∈ R256:

γ, β = Φ(fst), z′ = γ ∗ z + β (3)

Temporal decoder To carry out action-conditioned motion generation, we
pre-compute FiLM parameters for each action offline and save them with the
corresponding labels. At runtime, given a prescribed action label, we randomly
select a corresponding FiLM parameter to modulate the randomly sampling z.
For more details, please refer to the supplementary material. Once we get the
modulated latent representation z′, to better recover a temporal sequence from
a single latent z′, we perform time encoding on the input length T via positional
encoding and project z′ ∈ Rd into Z ′

T ∈ Rd×T with the help of time encoding
and a linear layer to get T vectors [z′1, . . . , z

′
T ]. After that, we input Z ′

T into
4 GRU layers to generate an action-conditioned motion sequence(shown in the
lower right corner of Fig. 2). Our uncoupled modulation is able to further enhance
the diversity of the generated motion by operation on the modulation parameter
like interpolation(seeing Sec. 4.4). In our experiments, we find that the strong
condition may lead to posterior collapse, so we take a ”latent reinforcement”
approach [22] by adding the unmodulated z to the input of the last three layers
of GRU to make the decoder’s attention focus more on z. This trick solves the
problem to some extent.
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3.2 Training

The implementation details of our UM-CVAE are shown in the supplementary
material. Here we only formulate our training loss. Following [30], we adopt 3
loss terms to train out model, the total loss is the weighted sum of these loss
terms: L = λprLpr + λvrLvr + λklLkl.

Pose reconstruction loss Lpr: We use L2 parametric to calculate the loss

between our reconstruction results X̃1:T = {x̃1, x̃2, ..., x̃T } and Ground Truth

X1:T = {x1, x2, ..., xT }, formulated as: Lpr = 1
T

∑T
i=1 ∥x̃i − xi∥2.

Vertex coordinates reconstruction loss Lvr: For a more refined re-
construction results, we adopt an extra reconstruction loss on mesh Vertex
coordinates. Specifically, we use differentiable SMPL layer to transform poses
X1:T = {x1, x2, ..., xT } into mesh vertices V1:T = {v1, v2, ..., vT }, the loss is for-

mulated as: Lvr = 1
T

∑T
i=1 ∥ṽi − vi∥2.

KL divergence loss Lkl: We adopt the standard KL divergence loss, i.e.
minimizing the KL divergence between Θ-parametrized approximate posterior
distributionqΘ(z|X1:T ) and standard Gaussian distribution p(z), it can be for-
mulated as: Lkl = Dkl{qΘ(z|X1:T )∥p(z)}.

Fig. 3. Qualitative results of our method. We illustrate our generations of
”Cartwheel” and ”Kick” actions from BABEL, and each action consists of 2 sequences.
These results demonstrate that our method can generate complex, realistic, diverse,
and label-compliant motions. More results are shown in the supplementary material.

4 Experiments

In this section, we evaluate the proposed method. First, we will show the details
of the used benchmark dataset and evaluation metrics in Sec. 4.1. The quanti-
tative and qualitative comparison results with the state-of-the-art method will
be given in Sec. 4.2. Then, we will analyze the main components of our method
in Sec. 4.3. Finally, we will show the applications of our method in Sec. 4.4.
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4.1 Datasets and evaluation metrics

Datasets Here we briefly introduce the datasets we used. Please refer to sup-
plementary material for more details about the datasets

HumanAct12 [10]is adopted from an existing dataset PHSPD [46], consist-
ing of 1,191 motion clips and 90,099 frames in total. All motions are organized
into 12 action categories.

UESTC [15]consists of 25K sequences across 40 action categories and 118
persons collected using Microsoft Kinect v2 sensors. [30] use VIBE to obtain
SMPL sequences, which we use for training and testing. The processed dataset
has 10650 sequences for training and 13350 sequences for testing.

BABEL [31]leverages the recently introduced AMASS dataset [25] for mo-
cap sequences. BABEL contains action annotations for about 43.5 hours of mo-
cap performed by over 346 subjects from AMASS represented by SMPL-H [32],
with 15472 unique language labels.

Evaluation metrics Following [10], we measure Frechet Inception Distance(FID),
action recognition accuracy(Acc.), overall diversity(Div.), and multimodality(MM.)
for quantitative evaluations. For HumanAct12 and UESTC, we use the provided
recognition models of [10] and [30] to extract motion features to compute eval-
uation metrics. For BABEL, since the dataset is complicated and challenging
for action recognition, we only use their provided recognition models [33] to
compute the recognition accuracy for evaluation, including Top-1, Top-5, and
Top-1-norm accuracy.

4.2 Comparisons with the state-of-the-art methods

To the best of our knowledge, the prior works focus on action-conditioned motion
generation are A2M [10] and ACTOR [30], so we compare with their works
qualitatively and quantitatively on HumanAct12, UESTC, and BABEL.

Quantitative comparison We used their publicly available code and pre-
trained model to obtain results. It is worth noting that A2M does not experiment
on UESTC, so we use their code to train on UESTC for 1500 epochs. And it
is mentioned in [30] that their model can get better results by training more
epochs. To be fair, we use their code to train 1500 epochs on UESTC, so the
results we report are slightly different from those in ACTOR(better than the
results demonstrated in [30]). We use the evaluation metrics in 4.1 to perform
quantitative comparison on HumanAct12 and UESTC, the results are shown in
Tab. 1. And we evaluate the comparison of recognition accuracy on BABEL.
The results are shown in the third to sixth rows of Tab. 2

Thanks to our uncoupled latent spatial learning strategy and action-aware
modulation, our results show a significant improvement over A2M and ACTOR
on all datasets, especially on UESTC and BABEL. These two datasets have more
motion types and motion sequences compared to HumanAct12, which indicates
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Table 1. Quantitative comparison to the state-of-the-art works on UESTC and
HumanAct12. We use the evaluation metrics in 4.1 and the best results are marked in
bold. We can see that our method outperforms the state-of-the-art in both datasets.

UESTC HumanAct12

Methods FIDtr ↓ FIDte ↓ Acc.↑ Div.→ MM.→ FIDtr ↓ Acc.↑ Div.→ MM.→
Original 2.93

±0.26
2.79
±0.29

98.8
±0.10

33.34
±0.32

14.16
±0.06

0.02
±0.00

99.4
±0.00

6.86
±0.03

2.60
±0.01

A2M [10] 25.78
±1.31

27.01
±1.99

88.1
±0.57

31.78
±0.41

15.44
±0.11

2.46
±0.08

92.3
±0.20

7.03
±0.04

2.87
±0.04

ACTOR [30] 16.81
±1.70

18.95
±1.41

91.7
±0.31

32.70
±0.59

14.53
±0.08

0.12
±0.00

95.5
±0.80

6.84
±0.03

2.53
±0.02

Ours 9.12
±0.30

8.58
±0.23

93.0
±0.24

31.85
±0.29

15.08
±0.09

0.09
±0.00

95.8
±0.42

6.81
±0.02

2.93
±0.01

Table 2. Quantitative results on BABEL. The fourth to sixth rows show the
comparison with state-of-the-art, and the best results are underlined. The recognition
accuracy of our method is the highest and also the closest to the real data. The compar-
ison between the ”Original” row and the ”Augmented” row shows that our method can
augment the action recognition dataset and improve the action recognition accuracy.

BABEL-60

Methods Top-5 Top-1 Top-1-norm

Original 67.83 33.41 30.42

A2M [10] 52.34 26.17 24.06
ACTOR [30] 48.24 25.37 23.49

Ours 57.14 29.04 27.81

Augmented 70.01 35.14 32.18

that our approach can generate realistic, diverse, and label-constrained motion
on the more challenging dataset. It is worth noting that because there are more
categories and more complex data in BABEL, the evaluation results of all meth-
ods are relatively worse than the real data, where our method is still the best.
Also, we found that ACTOR performs worse than A2M on BABEL. We guess
it is because ACTOR uses a single z as key and value for transformer decoder,
which is not enough to learn the multi-head attention, resulting in unsatisfactory
results on the complex dataset.

Qualitative comparison We visualize the generated results to demonstrate
the advantages of our approach. Because of the limitations of previous methods,
the motions they generate may have problems such as unnatural, falling into a
stationary state, and confusing action types, etc. Our experimental results indi-
cate that we solve these problems well. We demonstrate qualitative comparison
results here in Fig 4 and the motion generation results on BABEL in Fig. 3.
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Fig. 4. Qualitative comparison of our method and ACTOR [30]. We illustrate
the generations of ”Drinking”(Top) on HumanAct12 and ”Wrist-circling”(Bottom) on
UESTC. In order to make the contrast effect more intuitive, we used the skeleton in-
stead of the shape. While ACTOR have some issues like falling into a stationary state
and confusing action types, our method solves these problems well.

The comparison of results generated on ”Drinking” is worthy to notice. When
given the ”drinking” action label as the condition to the latent representation,
ACTOR [30] generates a motion sequence in which the lower body is ”warming
up” and the upper body is lifting just like ”drinking”, and the generated motion
of ours meets the labels well. This means that the action-related features learned
in the latent representation indeed conflict with that contained in the user-
specified label, which is strong support for our motivation.

The comparison of ”Wrist-circling” is also convincing. In the movement of
”Wrist-circling”, only the wrist is circling with a small amplitude, and other
joints are basically static. Generating this kind of motion requires us to learn the
spatio-temporal characteristics of the motion well and reconstruct the temporal
dynamics of the motion when decoding. We can see that the motion generated
by ACTOR is stuck in a stationary state, while the motion generated by our
method can normally perform wrist-circling. This is because we take the tem-
poral dynamics into account when performing the reconstruction by mapping z′

into Z ′
T , while a single z is used as key and value in ACTOR to recover the

motion sequence. More qualitative results(figure and video) are shown in the
supplementary material.

4.3 Ablation study

We do ablation studies to evaluate the effect of key components in our method:
action-aware modulation, instance normalization, and latent reinforcement.

Effect of action-aware modulation: For better action-conditioned mo-
tion generation, we propose action-aware modulation to learn spatio-temporal
features and modulate the latent space using FiLM. To demonstrate the ad-
vantages of our action-aware modulation, we remove action-aware encoder and
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Table 3. Ablation study. We perform ablation studies to evaluate the effect of
key components in our method on UESTC and HumanAct12, including action-aware
modulation(FiLM), instance normalization(IN), and latent reinforcement(LR).

UESTC HumanAct12

Methods FIDtr ↓ FIDte ↓ Acc.↑ Div.→ MM.→ FIDtr ↓ Acc.↑ Div.→ MM.→
w/o IN 16.89

±0.74
16.42
±0.55

91.6
±0.59

34.51
±0.53

16.58
±0.21

0.23
±0.04

93.9
±0.57

6.92
±0.12

3.07
±0.04

w/o FiLM 23.94
±1.58

25.17
±2.14

88.9
±0.68

32.52
±0.54

16.21
±0.13

0.52
±0.42

92.7
±0.44

5.97
±0.06

2.27
±0.03

w/o LR 11.88
±0.41

12.71
±0.38

92.7
±0.30

26.78
±0.29

12.07
±0.07

0.12
±0.00

95.0
±0.34

5.18
±0.02

2.17
±0.01

Ours 9.12
±0.30

8.58
±0.23

93.0
±0.24

31.85
±0.29

15.08
±0.09

0.09
±0.00

95.8
±0.42

6.81
±0.02

2.93
±0.01

(a) Before modulation (b) After modulation

Fig. 5. Latent space visualization. We visualize the latent space before and af-
ter modulation using T-SNE [24]. The latent space before modulation is randomly
distributed(action-agnostic). After modulation, the latent variables are separated from
each other according to the action types, making the latent space action-aware.

directly input the motion sequences and action labels into action-agnostic en-
coder without IN, and use the action bias method in [30] for modulation. The
experimental results are shown in the row starting with ”w/o FiLM” in Tab. 3. It
can be seen that the experimental results are significantly worse on FID and Acc.
without our action-aware modulation, which means that the generated results
have worse conformity to the action types of the original dataset. Moreover, the
Div. and MM. increase instead due to the possibility of generating some artificial
motions without action-aware modulation.To illustrate the effect of action-aware
modulation more intuitively, we visualize the latent space before and after mod-
ulation with TSNE [24], and the results are shown in Fig. 5. The latent space
is clearly clustered according to action types after modulation, which indicates
that our method knows how to ”teach” the latent space action skills.
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Effect of instance normalization: According to the above description, the
learned latent space should be action-agnostic as the way to avoid conflicting
with modulation. Inspired by [37], we use instance normalization to weaken
the action-related information contained in the input sequence. To verify the
effectiveness of this component, we directly remove it and the results are shown
in the row starting with ”w/o IN” in Tab. 3. When our encoder does not contain
instance normalization, FID and Acc. become significantly worse, while Div.
and MM. rise instead. The reason may be that the encoder without instance
normalization learns more or less information related to the label and conflicts
with the given label when modulating. The generated results will be different
from the real human motion and increase the ”diversity”, which is obviously not
what we want indeed. The visualized latent space in Fig.5(a) is scattered, which
also proves that the learned latent space is action-agnostic to some extent.

Effect of latent reinforcement: In our experiments, we find that since our
action-aware modulation is too strong and weakens the effect of the latent space,
which may reduce the diversity of generated motions. It is a problem known as
posterior collapse. Inspired by [22], we add the unmodulated z to the input of
the last three layers of GRU decoder to emphasize the importance of the latent
variable, which is named latent reinforcement. The ablation results are shown
in the row starting with ”w/o LR” in Tab. 3, where FID and Acc. change very
slightly and Div. and MM. decrease a lot. This indicates that the lack of latent
reinforcement does reduce the diversity of the generated motions.

4.4 Applications

Generating variable-length motions Similar to [30], we add length T as
input to the encoder stage to achieve variable-length motion generation through
temporal encoding, latent variable expansion, and GRU decoder. We use a model
trained on UETSC with fixed length 64 to generate motions of different lengths
from 40 to 100(with 4 frames interval), and then use our evaluation metrics to
compute the FIDte and Acc. of the generated motions. To show the superiority
of our model, we compare it with ACTOR, and the experimental results are
plotted in Fig. 6. The results show that our method ensures higher Acc. and
lower FIDte for different lengths of motion, which is a significant improvement
compared to ACTOR. Besides, the standard deviation of our method is smaller,
which indicates that our method is more robust.

Augmentation for action recognition Our method generates high-quality
action-conditioned motions, thus a very straightforward application is augment-
ing the action recognition dataset to help improve action recognition accuracy.
We report the augmentation of BABEL because the current state-of-the-art
action recognition method gets unsatisfactory accuracy on it. Specifically, we
generate 30 motion clips for each motion category in BABEL-60(1800 in total),
adding 9.11% data to BABEL-60. The augmented data is then used to train the
motion recognition model [33]. The Acc. in the row starting with ”Augmented”
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(a) Acc. for variable-length (b) FIDte. for variable-length

Fig. 6. Generating variable-length motions. We report the Acc.(left) and FIDte
(right) of the motion from 40 to 100 frames at 4 frame intervals generated by a model
trained on 64 frames and compare them with ACTOR [30]. The bars indicate the
mean and the lines indicate the standard deviation. The results show that our method
generates high-quality variable-length motions without training on other lengths and
outperforms previous work.

in Tab. 2 is higher than the ”Original” row, which demonstrates that the data
generated by our method can indeed augment the action recognition dataset.

Motion interpolation Thanks to our action-aware modulation method, we can
interpolate different motions of the same action label to get more diverse results.
Specifically, we select several different modulation parameters learned from a
given label and interpolate them to generate interpolated motion. In this way,
the motions we generate will be more diverse while maintaining the properties
of the given label. The results are shown in the supplementary material.

5 Conclusions

We propose a novel action-conditioned motion generation model called UM-
CVAE. Specifically, we learn the action-agnostic latent representation and action-
aware spatio-temporal feature in an uncoupled manner, then perform action-
aware feature-wise linear modulation via FiLM. The generated motions are re-
alistic, diverse, and label-compliant, which show significant improvement over
prior works and have some useful applications. However, there are still limita-
tions to our approach. For example, although our decoding approach is carefully
designed, how to better recover motion sequence from a single latent variable
remains to be explored. Also, our method relies on the quality of the dataset
and cannot be conveniently extended to new actions or unseen body size.
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